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Outline

 Semantic text matching is important

 Word representation: bridging the semantic gap

 Sentence matching: capturing the proximity 

 Summary
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Semantic Text Matching

Text 
Matching

Machine 
Translation

[Brown et al. 1993]

Document 
Retrieval

[Li and Xu 2014]

Dialogue

[Lu and Li 
2013]

Question 
Answering

[Xue, Jeon, and 
Croft 2008]

Paraphrase 
Identification

[Socher et al. 2011]

Are these two sentences similar? 



Accuracies of Natural Language 
Analysis
 Lexical Analysis (word segmentation and part-of-

speech tagging): practically usable

 Syntactic Analysis: almost usable

 Semantic Analysis: still difficult

 Programmatic Analysis: ?

English Chinese

Prgrammatic

Analysis

？ ？

Semantic Role 

Labeling

>=87% >=75%

Syntactic Analysis >=90% >=80%

Part of Speech 

Tagging

>=97% >=93%

Word Segmentation NA >=95%

Slides from Hang Li



Current Approach: 
Avoid Understanding and Conduct Matching



Text semantic matching challenges

 Word level: semantic gaps between words
 Two words has similar meanings

 “popular” ~ “famous”; “china” ~ “chinese"

 Sentence level: proximity matching between 

sentences
 The matching positions do matter

 “noodles and dumpling” – “dumplings and noodles”

 Need to consider them simultaneously 
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Learning to (semantic) text match

 The problem can be formulized as

Match 𝑇1, 𝑇2 = 𝐹 𝜙 𝑇1 , 𝜙 𝑇2
 𝜙: mapping text to representation vector 

 𝐹: scoring function based on representation 

 Learning the model parameters 
 Learning the representation 𝜙

 Learning the scoring function 𝐹
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How similar “popular” to “famous”?



Local representation of words
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Limitation of local representations
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The distributional hypothesis 
[Harris, 1954, Firth, 1957]

 Discover semantic from external information
 A word is just an ID, its meaning depends on other 

words (company it keeps, or context)

 One Hypothesis, two interpretations
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Two interpretations: 
Syntagmatic and paradigmatic [Sahlgren, 2008]

 Syntagmatic: words co-occur in the same text 

region (they are related)

 Paradigmatic: words occur in the same context, 

may not at the same time (they are similar)
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Modeling syntagmatic relation
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Modeling paradigmatic relation
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Modeling them jointly 

Sun et al., Learning Word Representations by Jointly 

Modeling Syntagmatic and Paradigmatic Relations. In 

Proc. ACL 2015. 
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Parallel document content model 
(PDC)

16
2017/8/13



Empirical evaluation: word analogy

 Google test set [Mikolov et al., 2013]

 Semantic: “Beijing is to China as Paris is to __”

 Syntactic: “big is to bigger as deep is to __”
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Diversify the results
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How similar “noodles and dumplings” 

to “dumplings and noodles”?



Bag of words

 Bag of words representation of sentences
 the yellow cat sat on the mat

 the cat sat on the yellow mat

 Heuristic matching function
 Cosine similarity, BM25 ……

 However, order of words is important
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Approach 1: composition focused
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Composition focused methods example: 
DSSM

Letter-Trigram 

of Sentence

Fully Connected 

Layers
Cosine Similarity

Huang P-S, He X, Gao J, et al. Learning deep structured semantic models for web search using 

clickthrough data//Proceedings of  the 22nd ACM international conference on CIKM, 2013: 2333-2338.



DSSM Input – letter-trigram

 Word One-Hot Representation

 Letter-Trigram Representation
 #candy# | #store# can split into:

 #ca | can | and | ndy | dy# | #st | sto | tor | ore | re#

 [ o o 1 o o … o 1 o 1 … o o …]

 Compact representation: |words| (500K) -> |letter-trigrams| (30K)

 Generalize to unseen words

 Robust to misspelling, inflection, etc



DSSM - Composite Embedding



DSSM - Aggregate Matching Score

 Compute Cosine similarity between semantic 

vectors 

 Training
 A query q and a list of docs 𝐷 = 𝑑+, 𝑑1

−, … , 𝑑𝑘
−

 𝑑+positive doc, 𝑑1
−, … , 𝑑𝑘

− negative docs to q

 Objective:

 Optimize to maximize 𝑃(𝑑+|𝑞). SGD Method.

𝑆 =
𝑥𝑇 ∙ 𝑦

𝑥 ∙ |𝑦|



Approach 2: interaction focused
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Interaction focused methods example: 
MatchPyramid

 Challenges
 Representation: representing the word level matching 

signals as well as the matching positions

 Modeling: discovering the matching patterns between 

two texts

 Our solutions
 Step 1: representing as matching matrix 

 Step 2: matching as image recognition

Pang et al., Text Matching as Image Recognition. In Proc. 

AAAI 2016. 
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Step 1: matching matrix
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Step 2: matching as image recognition
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Putting together: MatchPyramid

Matching Matrix

Hierarchical 

Convolution

Bridging the semantic gap 

between words

Capturing rich matching patterns



MatchPyramid discovers text 
matching patterns
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Empirical evaluation: 
Paraphrase Identification (MSRP)

Model Accuracy(%) F1(%)

Traditional TF-IDF 70.31 77.62

Composition 

Focused

DSSM 70.09 80.96

CDSSM 69.80 80.42

ARC-I 69.60 80.27

uRAE 76.80 83.60

MultiGranCNN 78.10 84.40

MV-LSTM 75.40 82.80

Interaction

Focused

ARC-II 69.90 80.91

MatchPyramid 75.94 83.01

Match-SRNN 74.50 81.70
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Summary 

 Semantic matching in text is fundamental for QA, IR, 

and paraphrasing etc.

 Semantic matching is challenging 
 Semantic gaps between words

 Proximity matching between sentences

 Our solutions 
 Semantic: distributed word representation with external 

(content) information

 Proximity: Composition focused and interaction focused 

methods, e.g., MatchPyramid
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http://www.bigdatalab.ac.cn/~junxu/publications/SemanticMatchingInSearch_2014.pdf

http://www.nowpublishers.com/articles/foundations-and-trends-in-information-retrieval/INR-035
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Thank you!

Q&A

junxu@ict.ac.cn

http://www.bigdatalab.ac.cn/~junxu
36

mailto:junxu@ict.ac.cn
http://www.bigdatalab.ac.cn/~junxu

